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Detecting malware in PE files





Kaspersky Lab detected around 360,000 malware instances daily in 2020.
Malicious programs infiltrate systems through various methods: script-based, document-based, exploits, memory
injection, etc.
Over 90% of daily detections involve malware utilizing Windows PE Files, emphasizing their dominance as a primary
vehicle for malware propagation.

How are major malware attacks executed?

Why are current methods of malware detection failing?

Traditional detection relies on matching malware signatures against a known threat database, but it's limited to
known threats.
ML-based techniques like SVM and Random Forest require sample collection and complex feature engineering,
which demands human expertise.
Challenges like adversarial ML emphasize the necessity for robust and adaptive approaches in malware
detection.

Problem



The research paper "Robust Detection
Model for Portable Execution
Malware" explores malware detection
in PE files using PCA and LDA for
dimension reduction, along with a
novel adversarial attack method,
evaluated using the FFRI Dataset
2018.

Robust Detection Model for
Portable Execution Malware

Literature Review

Limitations include the model's heavy
reliance on dimension reduction, affecting
performance and adaptability, and its
residual vulnerability to novel adversarial
attacks, highlighting ongoing challenges in
robustness.

The paper aims to improve unknown
malware detection using the Random
Forest algorithm for dynamic analysis,
overcoming the time and resource
constraints of traditional static tools. It
demonstrates that the Random Forest
has lower log loss errors compared to
KNN, logistic regression, decision trees,
and ADA boost.

Malware Prediction Classifier using
Random Forest Algorithm

The model exhibited overfitting issues
due to poor generalization of the
Random Forest Classifier (RFC).

Detection of Malware by Deep
Learning as CNN-LSTM Machine
Learning Techniques in Real Time

The research paper details using CNNs
to detect fileless malware by converting
network traffic into images. Though it
focuses on network traffic rather than
PE files

Limitations include reliance on image
conversion for feature extraction, which
may not capture all data nuances, and the
model's specific effectiveness against
fileless malware, requiring adaptations for
broader malware detection in PE files



Literature Review In Depth
Robust Detection Model for Portable Execution Malware

Machine Learning Model Techniques Used:
Dimension Reduction (PCA and LDA): Uses PCA and LDA
to reduce data dimensionality, enhancing model
performance.
Adversarial Attack Method (IMAGE RESOURCE attack):
Introduces a novel technique that manipulates IMAGE
RESOURCE data in PE files.

Limitations of the Proposed Techniques:
Dependence on Dimension Reduction: Effectiveness
heavily relies on dimension reduction, potentially losing
critical information.
Specificity to PE Files: Tailored specifically to PE files,
limiting broader applicability.
Adversarial Attack Vulnerability: Remains susceptible to
novel adversarial attacks, showing ongoing robustness
challenges.



Literature Review In Depth
Malware Prediction Classifier using Random Forest Algorithm

Techniques Used
Dynamic Malware Analysis: The study emphasizes dynamic
analysis over static, allowing malware to run in a controlled
environment to observe its behavior.

1.

Random Forest Algorithm: Utilized for its effectiveness in
classifying malware based on behavior patterns identified
during dynamic analysis.

2.

Limitations
Overfitting: The paper mentions the challenge of model
overfitting, which can lead to poor generalization on unseen
data. This is a common issue with complex models like
Random Forest when trained on limited data.
Data Dependency: The effectiveness of the model heavily
relies on the quality and representativeness of the training
data. Incomplete or biased data could lead to less effective
malware detection.



Literature Review In Depth
Machine learning based fleless malware trafc classifcation using image visualization

Machine Learning Model Techniques Used:
Convolutional Neural Networks (CNNs): Employed for
classifying network traffic that has been converted into images
to detect fileless malware.

Limitations of the Proposed Techniques:
Dependence on Image Conversion: The model's performance is
heavily reliant on the effective transformation of network traffic
into images, which may not always capture essential malicious
behaviors.
Specificity to Network Traffic: While effective in classifying network
traffic, the technique might require significant adjustments or may
not be directly applicable for analyzing Portable Executable (PE) files,
which are central to your project.

Complexity in Visual Analysis: The method assumes that visual
patterns associated with malware can be consistently and
accurately captured in images, which may not hold true across
different malware types or attack vectors.



Datasets

RAW PE AS IMAGE MALVIS DATASET DIKE DATASET

https://web.cs.hacettepe.edu.tr/~selman/malevis
/

Features: Static analysis data
represented as a 32 x 32 greyscale
image flattened to a 1024-byte
vector.
About: The dataset includes static
analysis data converted into 32x32
greyscale images and 1024-byte
vectors. 
EgSource: virusshare.com, and
goodware samples are from
portableapps.com and Windows 7
x86 directories.

Features: Comprises RGB images
in two resolutions (224x224 and
300x300) for deep learning.
About: Contains 26 classes,
including one "legitimate" class,
for malware recognition studies.
Example Sources: Images derived
from malware files supplied by
Comodo Inc, converted to RGB
using the bin2png script.

Features: The DikeDataset
includes benign and malicious
PE and OLE files, with labels
indicating malice levels and
malware family membership.
Purpose: Designed for AI
training, it supports machine
learning and deep learning
models to predict a file's malice
and classification.

https://www.kaggle.com/datasets/ang3loliveira/
malware-analysis-datasets-raw-pe-as-image/data

https://github.com/iosifache/DikeDataset?
tab=readme-ov-file#description-%EF%B8%8F

Training Dataset + Bechnmark
Comparison

Benchmark Dataset Incremental Training Dataset



Training Dataset: Raw PE as Image
   

Why did we chose this dataset?

We selected this dataset primarily because it offers 32x32 greyscale images, which
can be readily inputted into our CNN (Convolutional Neural Network) model.



 Pre Processing of Raw PE images
Imbalanced classes
Most of the datasets we gathered from
various sources showed a skewed
distribution of classes.

Such an issue can lead to:

Model Bias Towards Majority Class1.
   2. Poor Generalization Over Minority Class
   3. Evaluation Metrics Become Misleading

SMOTE

We used SMOTE (Synthetic Minority
Over-sampling Technique) to create
synthetic samples based on existing
minority instances, helping to balance
the dataset without losing valuable data.

 



Benchmark dataset: Raw PE as Image   
Algorithms:  Decision Tree with Gini criterion & Entropy criterion.

Accuracy for Gini Criterion Model:
Validation Set: 94.38%a.

Training Set: 96.78%b.

Accuracy for Entropy Criterion Model:
Validation Set: 94.10%a.

Training Set: 96.74%b.

  F1 Score for Gini Criterion Model:
For class 'Malware': 0.97a.

For class 'Non-Malware': 0.18b.

       F1 Score for Entropy Criterion Model:
For class 'Malware': 0.97c.

For class 'Non-Malware': 0.16d.

Their model perform exceptionally well in identifying 'Malware', they
struggle with 'Non-Malware' classes, indicating possible issues with
class imbalance or model overfitting.



Bechmark Dataset: Malvis
   

Bechmark:
DenseNet: Achieved the top accuracy of 97.48%
using RGB images, outperforming other models

tested.

ResNet18: Recorded a strong accuracy of 97.18%
and demonstrated high efficiency, processing 3,644

images in just 5 seconds.

Other CNNs: Models like VGG, AlexNet, and
Inception were also tested, but DenseNet and

ResNet provided the best results.

Dataset: 8,750 training and 3,644 test instances
across 25 classes, derived from malware files.



Training Dataset: Raw PE as Image
   Why did we chose this dataset?

We selected this dataset for our ML model's
incremental training because it offers a

diverse mix of benign and malicious PE and
OLE files. The substantial variance in file
types and malice levels, as shown in the

heatmap, ensures a rich training
environment that enhances our model's
accuracy and adaptability to new data.



ML Methodology

CNN with LSTM solves the problem stated.

Convolutional
Neural Networks
(CNN) + LSTM 



CNN & LSTM
Comparing CNN with ordinary
machine learning it can be said that: 

The CNN-LSTM model's flexible
architecture makes it suitable for
detecting a wide range of malware
types, from viruses and worms to more
sophisticated ransomware and
spyware, by learning their unique
spatial and temporal characteristics.

One of the biggest challenges in malware
detection is feature engineering, i.e., selecting
and designing the right features for detection
algorithms. The CNN-LSTM architecture can
automatically learn and select relevant
features from raw data, reducing the need for
manual feature engineering and making the
model more adaptive to evolving malware
techniques.

 Advantage 1

 Advantage 2

Adaptability to
Various
Malware Types

Automated
Feature Learning

 CNN in malware image
classification improves the accuracy
of malware classification
Reduces the time needed for
classification.



Integration of CNN and LSTM
models for malware detection
leverages the strengths of both
architectures, providing a powerful
tool for identifying malicious
software with high accuracy,
efficiency, and adaptability to new
threats. Some research papers
promising up to 99% accuracy. 

 Advantage 3

High
Performance

CNN & LSTMTraditional ML



 Multi Layer Feedforward Networks
This type of network has one or more
hidden layers except for the input and
output. Its role is to intervene in data
transfer between the input and output
layer.

Convolutional layer
Pooling layer
Fully connected layer



Conversion of malware to image for CNN



CNN & LSTM Architecture

Load and preprocess data
(normalization, resizing)

Convolutional Layer 1 (48
filters)

Feature extraction with ReLU
activation

Convolutional Layer 2 (32
filters)

Further feature extraction
with ReLU and pooling

Final convolutional layer with
ReLU and pooling

Convolutional Layer 3 (64
filters)

LSTM Layer (96 units)

Processes sequences to
capture temporal

dependencies

Integration of features for
classification.

Dense Layer (192 units)

Data Input and Preprocessing

Softmax for multi-class or
sigmoid for binary

classification

Output Activation Compile & Train Evaluate & Deploy

L d d d t

Set optimizer (Adam),
learning rate (0.001), and

train model.

Assess performance and
deploy model for real-world

applications.



Model & Performance Matrix
Class 0 Performance: High precision (0.99) but lower recall
(0.67) indicates effective non-threat identification with some
missed detections.

Class 1 Performance: Excellent recall (0.99) captures almost
all malicious instances, though precision at 0.76 points to a
moderate rate of false positives.

Confusion Matrix for Class 1: Effectively identifies 9882
malicious instances with minimal misses (75 false negatives),
demonstrating robust threat detection.

Confusion Matrix for Class 0: Correctly classifies 5555 non-
malicious instances but with a high number of false positives
(3745), suggesting a need to reduce false alarms.



Model Hyperparameter Tuning
Convolutional Layers:

First convolutional layer with 48 filters.
Second convolutional layer with 32 filters.
Third convolutional layer with 62 filters.

Learning Rate: Set at 0.001.

Optimizer: Utilizes the Adam optimizer for efficient training.

LSTM Layer: Integrated to process sequential data and capture long-term dependencies.

Dense Layer:
Includes a dense layer with an activation function set to sigmoid, ideal for binary classification tasks.

Batch Size and Epochs: Configurable settings for training not directly provided but essential for the model's
training process.

This setup details the tuned hyperparameters and the structured layering of your CNN-LSTM model,
emphasizing its capacity for feature extraction and sequential data processing.



Deployability & Future Scope

We have successfully deployed our model
locally with a front-end interface and plan
to demonstrate a demo. 

Our future scope for this project includes: 
a) Implementing dynamic analysis, as
currently the model uses static analysis. 
b) Working with larger datasets and more
real-time, industry-aligned data to further
enhance our model's capabilities and
efficiency. 
c) Upgrading our model to make it product-
ready for launch in the enterprise
technology market.
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Stay Tuned!


